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SYMMETRIZATION OF DETECTOR
EFFICIENCIES

The experimental setup (Fig. 3 in main article) uses
four APDs: DHA, DV A (Alice), and DHB , DV B (Bob)
to register photon pair events in the two spatial modes.
By denoting events at DH and DV as 1 and 0, the four
possible output patterns are 00, 01, 10, and 11, where
the least and most significant bit corresponds to the Al-
ice and Bob mode, respectively. Due to differences in the
the losses in the transmitted and reflected port of the
PBS, efficiencies in coupling light into the APDs, and
the quantum efficiencies of APDs, the detection efficien-
cies for the four output combinations are different. The
resulting effective pair efficiencies are then given by the
product of the contributing detection efficiencies ηV B ,
ηHB , ηV A, and ηHA.

This asymmetry will skew the statistics of the mea-
surement results. We symmetrize the effective pair ef-
ficiencies for each (θA, θB) measuring also the follow-
ing settings for the half wave plates: (θA + 45◦, θB),
(θA, θB + 45◦), and (θA + 45◦, θB + 45◦). This procedure
swaps the output ports of the PBS at which each po-
larization state is detected. The resulting outcomes are
then interleaved, providing an uniform detection prob-
ability for the four possible outcomes. The effective
pair detection efficiency for all four combinations is then
(ηV B ηV A + ηV B ηHA + ηHB ηV A + ηHB ηHA)/4.

CHOICE OF COMPRESSOR

In order to evaluate the NCDs of the binary strings,
we need to choose a compression algorithm that per-
forms close to the Shannon limit. This is necessary to
ensure that it does not introduce any unintended ar-
tifacts that lead to an overestimation of the violation.
Preferably we want to work in the regime where the ob-
tained NCDs always underestimate the violation. For
this purpose, we characterized four compression algo-
rithms implemented by freely available compression pro-
grams: lzma [1], bzip2 [2], gzip [3], and lzw [4]. To elim-
inate the overhead associated with the compression of
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FIG. 1. Comparison of the compression overhead Q ob-
tained using four different compression algorithms on pseudo-
random strings of varying lengths. The expected value for an
ideal compressor is 0. From this characterization we can ex-
clude lzw as a useful compressor for our application.

ASCII text files, we save data in a binary format.
For this characterization and a simulation of the ex-

periment, we need to generate a “random” string of
bits (1, 0) or pairs of bits (00, 01, 10, and 11) of var-
ious length with various probability distributions. We
generate these strings using the MATLAB [5] function
randsample() that uses the pseudo random number gen-
erator mt19937ar with a long period of 219937 − 1. It is
based on the Mersenne Twister [6], with ziggurat [7] as
the algorithm that generates the required probability dis-
tribution. The complexity of this (deterministic) source
of pseudorandom numbers should be high enough to not
be captured as algorithmic.

The first part of this characterization involves estab-
lishing the minimum string length required for the com-
pression algorithms to perform consistently. We start by
generating binary strings, x, with equal probability of 1’s
and 0’s, i.e. random strings, of varying length. For each
x, we evaluate the compression overhead Q as

Q =
C(x) −H(x)

l(x)
. (1)
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FIG. 2. Compression overhead Q for the string xy as a
function of the probability of pairwise correlation p between
the bits of the generating strings x and y for three different
compressors: bzip, gzip, and lzma.

For a good compressor, we expect Q to be close to 0.
From Fig. 1, it can be seen that for all the compressors,
Q starts to converge after about 105 bits, setting the
minimum string length required for the compressors to
work consistently. The lzw compressor fails this test,
converging to a Q of 0.37 for long string, while bzip2,
gzip, and lzma give a Q below 10−1.

In the second part of this characterization, test the
compressors with strings with a known amount of corre-

lation. We generate a random string x of length 107 using
the same technique already described. We then generate
a second string y of equal length and with probability
p of being correlated to x. For p = 0 the two strings
are equal, i.e. perfectly correlated. For p = 0.5 they are
uncorrelated.

The two strings x and y are then combined to form
the string xy: to avoid artifacts due to the limited data
block size of the compression algorithms, the elements
of x and y are interleaved. We then compress xy and
evaluate the compression overhead Q as a function of
p. The results for different compressors are shown in
Fig. 2. Although there are ranges of p where bzip and
gzip perform better than lzma, the latter shows a more
uniform performance over the entire interval of p. It is
reasonable to assume that the use of lzma should reduce
the possibility of artifacts in the estimation of the NCD
also for the data obtained from the experiment.
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