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We experimentally demonstrate an impossibility to simulate quantum bipartite correlations with
a deterministic universal Turing machine. We use the Normalized Information Distance (NID) that
allows the comparison of two pieces of data without detailed knowledge about their origin. Using
NID, we derive an inequality for output of two local deterministic universal Turing machines with
correlated inputs. This inequality is violated by correlations generated by a maximally entangled
polarization two-photon state. The violation is shown using a freely available lossless compressor.
The presented technique may allow to complement the common statistical interpretation of quantum
physics by an algorithmic one.
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Introduction. The idea that physical processes can
be considered as computations done on some universal
machines traces back to Turing and von Neumann [1].
The growth of the computational power allowed for fur-
ther development of these concepts. This resulted in a
completely new approach to science in which the com-
plexity of observed phenomena is closely related to the
complexity of computational resources needed to simu-
late them [2]. There are physical phenomena that cannot
be traced with analytical tools, which further motivated
a computational approach to physics [3]. Moreover, the
idea of quantum computation [4] led to a discovery of a
few problems efficiently traceable on quantum computers
but not on classical ones [5, 6].

Classical physics can be simulated on universal Tur-
ing machines (UTM), or other computationally equiva-
lent models [7]. On the other hand, efficient simulation of
quantum systems requires a replacement of deterministic
UTM with quantum computers whose states are non-
classically correlated. Such machines can even simulate
any local quantum system efficiently [8, 9]. Can we ex-
perimentally distinguish between these two descriptions
of the universe using a logically self-contained computa-
tional approach?

In this paper we show that there are processes which
cannot be simulated on local UTM at all, independently
of the available classical resources, following a simialr
approach by Fuchs [10]. We first introduce Kolmogorov
complexity, a measure of the classical complexity of a
phenomena, and later apply it to derive a bound on clas-
sical descriptions [11]. Next, we use the fact that Kol-
mogorov complexity can be approximated by compres-
sion algorithms [12]. We then compress experimental
data obtained from polarisation measurements on entan-
gled photon pairs and show a violation of the classical

bound.

Kolmogorov complexity. Consider the description of
a machine, whether classical or quantum, that outputs
a string x of 0’s and 1’s. In the case of a UTM, we can
always write a program Λ that generates x. The simplest
such program is obviously ‘PRINT x’. However, this is
not optimal: in many cases the program can be much
shorter than the string itself.

This brings us to the concept of Kolmogorov complex-
ity K(x), the minimal length l(Λ) of all programs Λ that
reproduce a specific output x. If K(x) is comparable
to the length of the output l(x) then our algorithmic de-
scription of x is inefficient, and x is called algorithmically
random [13]. In most cases K(x) is uncomputable [14].
To circumvent this issue, we can estimate K(x) with
some efficient lossless compression C(x) [12].

Bipartite systems. We now extend this picture to two
spatially separated UTM’s UA (Alice) and UB (Bob). If
these machines cannot communicate, they generate two
output strings that are independent, although the pro-
grams fed into the machines can be correlated. More-
over, the input programs are classical bit strings so the
correlations between them must be classical.

We determine the complexity of the strings using the
Normalized Information Distance (NID) [11]. This dis-
tance compares two data sets without detailed knowledge
about their origin. In practice, we evaluate an approx-
imation to the NID, the Normalized Compression Dis-
tance (NCD) [12], using a lossless compression software,
in our case the LZMA Utilities, based on the Lempel-
Ziv-Markov chain algorithm [15].

We consider a model experiment, similar to the Bell
test [16]: a source emits pairs of photons traveling to
two separate polarization analyzers MA (Alice) and MB

(Bob). Each analyzer has two outputs labelled 0 and 1,
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FIG. 1. Measurement: N particles enter a measuring device
characterized by two polarizer settings a0 and a1 generating
N -outcome bit strings. Simulation: UTM is fed with a pro-
gram Λi and information about the chosen setting a0 or a1.
It outputs string of length N . Simulation of correlated mea-
surements: Local UTMs generate strings x and y according
to a common program Λ.

and can be set along directions a0 or a1 for MA, and b0
or b1 for MB . The analyzers’ outputs are bit strings (see
figure 1).

The output x of each analyzer can be described as
the output of a UTM, fed with the settings aj or bk,
and a program Λ, which contains the information about
generating the correct output for every detection event
and for every setting. For a string of finite length l(x) =
N , Λ has to describe the 4N possible events. The length
of the shortest Λ is the Kolmogorov complexity of the
generated string.

Next, we consider the simulation of the experiment
with two local non-communicating UTMs UA and UB .
We feed Λ to both of them and obtain two output strings,
x and y, both of length N . The program has to describe
the behavior of all 2N events for all possible settings aj
and bk, hence 16N possibilities.

The Kolmogorov complexity K(x, y) of two bit strings
is the length of the shortest program generating them si-
multaneously. K(x, y) can be shorter than K(x) + K(y)
if x and y are correlated - the more correlated they are,
the simpler it is to compute one string knowing the other.

Cilibrasi and Vitanyi [12] constructed a distance mea-
sure between x and y called Normalized Information Dis-
tance (NID),

NID(x, y) =
K(x, y) − min{K(x),K(y)}

max{K(x),K(y)}
. (1)

The NID is a metric and thus obeys the triangle in-
equality

NID(x, y) + NID(y, z) ≥ NID(x, z) . (2)

It holds up to a correction of order log(l(x)), which can
be neglected for sufficiently long strings [12].

We consider bit strings xaj and ybk generated by Alice
and Bob with fixed settings aj and bk. Inequality (2)
transforms to

NID(xa0 , yb0) + NID(yb0 , yb1) ≥ NID(xa0 , yb1) . (3)

However, NID(yb0 , yb1) cannot be determined experimen-
tally because the strings yb0 and yb1 come from mea-
surements of incompatible observables. We therefore use
the triangle inequality NID(xa1 , yb0) + NID(xa1 , yb1) ≥
NID(yb0 , yb1) , and combine it with (3) to get:

NID(xa0 , yb0) + NID(xa1 , yb0)+NID(xa1 , yb1) ≥
NID(xa0 , yb1). (4)

We introduce a parameter S′ quantifying the degree of
violation of Eq. (4):

S′ = NID(xa0 , yb1)−NID(xa0 , yb0)

− NID(xa1 , yb0) − NID(xa1 , yb1) ≤ 0 (5)

To test this inequality, we have to address the following
problem. We can set up a source to generate entangled
photon pairs in an arbitrary state but for every exper-
imental run i with the same preparation the resulting
string xi,aj can be different. Consequently, the corre-
sponding program Λi is different for every experimental
run.

It is reasonable to assume that for every two exper-
imental runs i and i′ the complexity of the generated
strings remains the same: K(xi,aj ) = K(xi′,aj ) and
K(xi,aj , yi,bk) = K(xi′,aj , yi′,bk). Without these as-
sumptions the same physical preparation of the exper-
iment has different consequences and thus the notion
of preparation loses its meaning. More generally, the
predictive power of science can be stated as: the same
preparation results in the same complexity of observed
phenomena.

Statistical vs. Algorithmic. In general the Kolmogorov
complexity cannot be evaluated but it can be estimated.
One can adapt two conceptually different approaches.

The statistical approach uses an ensemble of all possi-
ble N -bit strings and looks for their average Kolmogorov
complexity. The ensemble average is the Shannon en-
tropy H(X) [14] and thus

〈NID(x, y)〉 =
H(x, y)−min{H(x), H(y)}

max{H(x), H(y)}
. (6)

Inequality (4) becomes an entropic Bell inequality by
Braunstein and Caves [17] if local entropies are maxi-
mal, i.e., H(x) = H(y) = N . They showed that for
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FIG. 2. Plots of S versus angle of separation θ. (a) Re-
sult obtained from Eq. (6) (b) result obtained from using the
LZMA compressor on a simulated data ensemble, (c) mea-
surement of S in the experiment shown in figure 3, and (d)
longer measurement at the optimal angle θ = 8.6◦.

a maximally entangled polarization state of two pho-
tons and polarizer angles such that ~a0 · ~b1 = cos 3θ ,
~a0 · ~b0 = ~a1 · ~b0 = ~a1 · ~b1 = cos θ, inequality (4) is vi-
olated for an appropriate range of θ. An expected quan-
tum value of S′ as a function of θ is shown in Fig. 2a.
The maximal violation is S′ = 0.24 for θ = 8.6◦.

On the other hand, it is possible to avoid a statistical
description of our experiment following Ref. [12] where
it was shown that the Kolmogorov complexity can be
well approximated by compression algorithms. In [12] the
Normalized Compression Distance (NCD) is introduced

NCD(x, y) =
C(x, y)−min{C(x), C(y)}

max{C(x), C(y)}
, (7)

where C(x) is the length of the compressed string x,
and C(x, y) is the length of the compressed concatenated
strings x, y. Replacing NID with NCD in Eq. (5) leads
to a new inequality:

S′ → S = NCD(xa0 , yb1)−NCD(xa0 , yb0)

− NCD(xa1 , yb0)−NCD(xa1 , yb0) ≤ 0 . (8)

This expression can be tested experimentally because the
NCD is operationally defined.

To conduct an experiment we need to ensure the suit-
ability of the compression software we use to evaluate the
NCD. For this, we numerically simulate the outcome of
an experiment based on a distribution of results predicted
by quantum physics. Among the packages we tested, we
found that the LZMA Utility [15] approaches the Shan-
non limit [18] most closely.

Most compression algorithms use some prediction
about the data composition. If it matches this prediction,
the compression can be done efficiently. Our experimen-
tal data fit the specifics of the LZMA Utility (see the
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FIG. 3. Schematic of the experimental set-up. Polarization
correlations of entangled-photon pairs are measured by the
polarization analyzers MA and MB , each consisting of a half
wave plate (λ/2) followed by a polarization beam splitter
(PBS). All photons are detected by Avalanche photodetec-
tors DH and DV , and registered in a coincidence unit (CU).

Supplementary materials). In general our method can
be used for data from any source by finding a suitable
compression algorithm [12]. Thus, we are not limited to
independent identically distributed (i.i.d.) sources, as it
is commonly assumed in standard statistical ensemble-
based experiments, like, for instance, Bell-type tests.

The simulation also verifies the angle that maximizes
the violation (8). The results of the simulation are pre-
sented in figure 2. More details on the generation of the
simulated data and the choice of the compressor are pro-
vided in the Supplementary materials.

Experiment. In our experiment (see figure 3), the
output of a grating-stabilized laser diode (LD, central
wavelength 405 nm) passes through a single mode opti-
cal fiber (SMF) for spatial mode filtering, and is focused
to a beam waist of 80µm into a 2 mm thick BBO crystal
cut for type-II phase-matching. There, photon pairs are
generated via spontaneous parametric down-conversion
(SPDC) in a slightly non-collinear configuration. A half-
wave plate (λ/2) and a pair of compensation crystals
(CC) take care of the temporal and transversal walk-
off [19]. Two spatial modes (A, B) of down-converted
light, defined by the SMFs for 810 nm, are matched to
the pump mode to optimize the collection [20]. In type-II
SPDC, each down-converted pair consists of an ordinary
and extraordinarily polarized photon, corresponding to
horizontal (H) and vertical (V) in our setup. A pair of
polarization controllers (PC) ensures that the SMFs do
not affect the polarization of the collected photons. To
arrive at an approximate singlet Bell state, the phase φ
between the two decay possibilities in the polarization
state |ψ〉 = 1√

2

(
|H〉A|V 〉B + eiφ|V 〉A|H〉B

)
is adjusted

to φ = π by tilting the CC.

In the polarization analyzers (figure 3), photons from
SPDC are projected onto arbitrary linear polarization by
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λ/2 plates, set to half of the analyzing angles θA(B), and
polarization beam splitter in each analyzer. Photons are
detected by avalanche photo diodes (APD), and corre-
sponding detection events from the same pair identified
by a coincidence unit if they arrive within ≈ ±3 ns of
each other.

The quality of polarization entanglement is tested by
probing the polarization correlations in a basis comple-
mentary to the intrinsic HV basis of the crystal. With
interference filters (IF) of 5 nm bandwidth (FWHM) cen-
tered at 810 nm, in the 45◦ linear polarization basis we
observe a visibility V45 = 99.9±0.1%. The visibility in
the natural H/V basis of the type-II down-conversion
process also reaches VHV = 99.9±0.1%. A separate test
of a CHSH-type Bell inequality [21] leads to a value of
S = 2.826± 0.0015. This indicates a high quality of po-
larization entanglement; the uncertainties in the visibil-
ities are obtained from propagated Poissonian counting
statistics.

We record coincidences of detection events between de-
tectors at A and B. For each PBS, the transmitted output
is associated with 0 and the reflected one with 1. The re-
sulting binary strings x from A, and y from B are written
into two individual binary files. From these, we calculate
the NCD using Eq. (7). This procedure is repeated for
each of the four settings (a0, b0), (a1, b0), (a1, b1), and
(a0, b1) in order to obtain the value for S.

To remove the bias due to differences in the detection
efficiency of the APDs in the experiment, we also mea-
sure for each setting the associated orthogonal ones (see
Supplementary materials for details).

The inequality is experimentally tested by evaluating
S in Eq. (8) for a range of θ; the results [points (c), (d)
in figure 2] are consistently lower than the trace (a) cal-
culated via entropy using Eq. (6), and than a simulation
with the same compressor (b). This is because the LZMA
Utility is not working exactly at the Shannon limit, and
also due to imperfect state generation and detection.

For θ = 8.6◦ we collected results from a large number
of photon pairs. Although we set out in this work to
avoid a statistical argument in the interpretation of mea-
surement results, we do resort to statistical techniques to
assess the confidence in an experimental finding of a vio-
lation of inequality Eq. (8). To estimate an uncertainty of
the experimentally obtained values for S, this large data
set was subdivided into files with length greater than 105

bits. The results from all these files are then averaged to
obtain the final result of S(θ = 8.6◦)= 0.0494± 0.0076,
with the latter indicating a relatively small standard de-
viation over these different subsets.

Discussion. There is a trend to look at physical sys-
tems and processes as programs run on a computer made
of the constituents of our universe. We show that this is
not possible if one uses a computation paradigm of a
local UTM. Although this has been already extensively
researched in quantum information theory, we present

a complementary algorithmic approach for an explicit,
experimentally testable example. This algorithmic ap-
proach is complementary to the orthodox Bell inequality
approach to quantum nonlocality [16] that is statistical
in its nature.

Any process that can be simulated on a local UTM can
be encoded as a program that is fed into it. For every
such a program there exists its shortest description (Kol-
mogorov complexity), which in most cases can only be
approximated by compression. Moreover, such a descrip-
tion must obey distance properties as shown in [11, 12].
By testing Eq. (8), we show that this is unattainable in
the specific case of polarization-entangled photon pairs.
Therefore, there exist physical processes that cannot be
simulated on local UTMs.

There are two fundamentally different notions of com-
plexity in computer science. On one hand, computational
complexity, mainly researched on in quantum informa-
tion science, studies how much resources are needed to
solve a computational problem. These studies focus on
complexity classes such as P, NP [22], and its main con-
cern is, given an input program, how efficiently it can be
computed. On the other hand, algorithmic complexity
deals with a problem of what the most efficient encod-
ing of an input program is. This complementary prob-
lem to computational complexity has not yet received
enough attention in quantum information science, and it
would require a further work on a quantum version of
Kolmogorov complexity [23].

We would like to stress that our analysis of the ex-
perimental data is purely and consistently algorithmic.
We do not resort to statistical methods that are alien
to the concept of computation. If this approach can be
extended to all quantum experiments, it would replace
the commonly used statistical interpretation of quantum
theory.

Acknowledgments. We acknowledge the support of this
work by the National Research Foundation & Ministry
of Education in Singapore, partly through the Academic
Research Fund MOE2012-T3-1-009. P.K. and D.K. are
also supported by the Foundational Questions Institute
(FQXi). A.C. also thanks Andrea Baronchelli for the
hints on the use of compression software.

[1] P. V. Coveney and R. Highfield, Frontiers of Complex-
ity: The Search for Order in a Chaotic World (Fawcett
Columbine, 1996).

[2] S. Wolfram, Phys. Rev. Lett. 54, 735 (1985).
[3] C. Moore, Phys. Rev. Lett. 64, 2354 (1990).
[4] R. P. Feynman, Int. J. Theor. Phys. 21, 467 (1982).
[5] P. W. Shor, in Proceedings of the 35th Annual Symposium

on Foundations of Computer Science (IEEE, Santa Fe,
NM, 1994) pp. 124–134.

[6] L. K. Grover, in Proceedings, 28th Annual ACM Sympo-

http://dx.doi.org/10.1103/PhysRevLett.54.735
http://dx.doi.org/10.1103/PhysRevLett.64.2354
http://dx.doi.org/10.1007/BF02650179
http://arxiv.org/abs/quant-ph/9605043


5

sium on the Theory of Computing (1996) p. 212.
[7] S. Wolfram, New Kind of Science? (Wolfram Media, Inc.,

2001).
[8] D. Deutsch, Proceedings of the Royal Society of Lon-

don A: Mathematical, Physical and Engineering Sciences
400, 97 (1985).

[9] S. Lloyd, Science 273, 1073 (1996).
[10] C. A. Fuchs, in Workshop on Squeezed States and Un-

certainty Relations, NASA Conference Publication 3135,
edited by D. Han, Y. S. Kim, and W. W. Zachary
(NASA, Washington, DC, 1992) pp. 83–85.

[11] M. Li, X. Chen, X. Li, B. Ma, and P. M. B. Vitányi,
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